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Abstract—A key challenge in evolving control systems for
robots using neural networks is training tractability. Evolving
monolithic fixed topology neural networks is shown to be in-
tractable with limited supervision in high dimensional search
spaces. Common strategies to overcome this limitation are to
provide more supervision by encouraging particular solution
strategies, manually decomposing the task and segmenting the
search space and network. These strategies require a supervisor
with domain knowledge and may not be feasible for difficult
tasks where novel concepts are required. The alternate strategy
is to use self-organized task decomposition to solve difficult tasks
with limited supervision. The Artificial Neural Tissue (ANT)
approach presented here uses self-organized task decomposition
to solve tasks. ANT inspired by neurobiology combines standard
neural networks with a novel wireless signaling scheme modeling
chemical diffusion of neurotransmitters. These chemicals are used
to dynamically activate and inhibit wired network of neurons
using a coarse-coding framework. Using only a global fitness
function that does not encourage a predefined solution, modular
networks of neurons are shown to self-organize and perform task
decomposition. This approach solves the sign-following task found
to be intractable with conventional fixed and variable topology
networks. In this paper, key attributes of the ANT architecture
that perform self-organized task decomposition are shown. The
architecture is robust and scalable to number of neurons, synaptic
connections and initialization parameters.

Index Terms—evolutionary algorithms, task decomposition,
coarse coding, robotics

I. INTRODUCTION

Biological nervous systems are highly adaptive, decentral-
ized, extensible (takes into account future growth, needs), can
generalize and are fault-tolerant. Artificial neural networks
are simplified models of the nervous system that are used in
robotics and have the potential to match the capabilities of
biological control systems. They have three useful properties,
that includes ability to generalize (i.e., find patterns, classify
data), have synaptic plasticity (ability to alter synaptic connec-
tions permanently) and are capable of universal approximation
[1] (represent any continuous function with a desired accuracy
with sufficient number of hidden neurons).

However, artificial neural networks face several challenges
that limit their potential in robotics and need to be addressed.
One of the main challenges is how best to design neural
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network architectures to be extensible and tractable for solving
difficult tasks, where there is limited knowledge or no reliable
intuition of how to solve the task. Insufficient supervision
during training results in intractability. For evolutionary train-
ing algorithms, the approach becomes intractable in high
dimensional search spaces when it is harder to rank and
select for incrementally better solutions for crossover and
mutation resulting in premature search stagnation, known as
the bootstrap problem [2].

Conventional strategies to overcome the bootstrap problem
are by providing more supervision by manual decomposition
of a task [3], [4] or by exploiting user knowledge to seg-
ment the task space and assigning the segments to different
controller modules. Typically, pre-specified fixed topology
neural network architectures are used. Fixed topology neural
networks require that a designer specify a topology. This limits
the adaptability and extensibility of the controller because the
controller is designed for a specific task in mind. If additional
tasks were given, then the topology may become unsuitable.
Furthermore, the wrong choice of network topology can result
in poor training performance or worse, intractability due to
spatial-crosstalk [5] where parallel neurons provide conflicting
or disruptive signals. How should a neural network architecture
be organized to enable task decomposition?

In this work, this problem is addressed using a neural
network architecture that draws heavily from nature called
the Artificial Neural Tissue framework [6], [7]. The artificial
neural tissue (ANT) superimposes on a typical feed-forward
neural-network structure a novel coarse-coding mechanism
inspired by the work of Albus and Hinton [8], [9]. Coarse
coding allows for modules of neurons to be added, removed
and rewired through training resulting in self-organized task
decomposition. The coarse coding mechanism has a biological
analogy as neurons can communicate not only electrically by
exchanging signals along axons but also through chemical
diffusion [10], [11] that activates and inhibits networks of
neurons.

This coarse coding chemical signaling mechanism regulates
(selectively activates and inhibits) wired connections between
neurons reducing spatial crosstalk. This process of regulating
wired connections between neurons results in compartmen-
talization and emergence of distinct modules. These modular
networks of neurons are shown to self-organize to perform task
decomposition. It is shown that the formation of these modules
starts through competition followed by cooperation between
modules. Through competition, the modules specialize and
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segment the search space. Through cooperation, newly discov-
ered functionality is protected from damaging mutations. With
limited supervision, this coarse-coding mechanism is shown to
effectively solve the sign-following task found to be intractable
with conventional fixed and variable topology networks. The
mechanism is shown robust and scalable to number of neurons,
synaptic connections and initialization parameters.

The remainder of this article is organized as follows. Section
IT presents some background and related work. Section III
presents the Artificial Neural Tissue approach. Section IV
and Section V present a representative task, namely the sign-
following task used to demonstrate ANT’s capabilities. This
is followed by analysis in Section V and discussion in Section
VI

II. RELATED WORK

Conventional training strategies for difficult tasks with high
dimensional input spaces use predesigned modular neural
networks. These networks consist of modules called ‘expert
networks’ that are trained on subsets of the input space
selected by an experimenter to perform task decomposition [5].
Typically this requires less training time and shows improved
performance than a single monolithic network [5]. Arbitration
is performed between the expert networks using a competitive
Product of Experts model [12] or cooperative Mixture of
Experts model [5]. With these methods, the arbitrating (gating)
function and the expert networks use different error functions
for backpropagation training.

The network topology and number of modules are typically
predetermined by the experimenter based on domain knowl-
edge of a task at hand. The mixture of experts models have
been adapted to using evolutionary algorithms for the design
of the networks and negative correlation learning for tuning
the weights [13]. These methods are in contrast to the ANT
architecture, where the design processes is the product of a
single evolutionary training run.

Self-Organizing Maps (SOMs) are neural network architec-
tures used to extract one or two dimensional representations
of high dimensional input spaces [14]. The topology of the
input data tends to be well preserved, enabling understanding
of its structures [14], [15], [17]. Typically SOMs are fixed
neural network architectures that require domain knowledge
of an input space to design them. More recently, SOMs with
dynamic topologies have been developed [16]. SOMs have also
been developed for robotic control without requiring detailed
models of a physical system [17]. For a typical robotic task,
several SOMs are organized in a user defined hierarchical
structure to perform task decomposition [17]. ANT avoids this
problem with the effective use of a global fitness function
for a given task. The fitness function mediates training and
facilitates evolution of the neural network architecture to
decompose and solve the task through trial and error.

Another class of neural network architectures known as
Liquid State Machines (LSMs) [18], Echo State Networks [19]
and Backpropagation Decorrelation [20] rely on reservoir (lig-
uid) of randomly connected neurons. In Liquid State Machines
a state vector linearly combines a reservoir of neurons to pro-
duce an output. Training is performed on the state vector not

the reservoir. However this requires the reservoir topology be
effective in separating the task space. Typically the reservoir is
randomly generated using carefully chosen parameters specific
to a problem domain and has been an area of active research
[21], [22], [20]. For a general case, the generation of reservoirs
may require searching hundreds or thousands of reservoirs to
find a suitable one. Training algorithms have also been used
to generate and find suitable reservoirs [22]. These algorithms
are comparable to the state-of-the-art, in such fields as face
recognition [23]. LSMs have also been suggested for motor-
control similar to the cerebellum [24]. With these networks,
the computational cost of the architecture is high because all
the neurons in the reservoir need to be evaluated, although it
is often unclear of what are contributions of each neuron in
the reservoir.

ANT like LSMs benefit from having a reservoir of neurons
in the form of a tissue. However, not all the neurons are
active all the time in the tissue. This selective activation and
inhibition is performed through a coarse coding process. This
enables ANT to be computationally efficient and flexible com-
pared to LSMs. Coarse coded selection can vary the number of
active neurons during training. The training process could be
explorative during early stages, looking for new strategies and
taking risks, while acting as a filter and safeguarding innovate
traits during later stages as shown in Section V.C.

Artificially evolved neural network architectures such as
NEAT (NeuroEvolution of Augmenting Topologies) show the
potential advantage of evolving both the neuron weights
and topology concurrently [25]. It is argued that growing
the network incrementally through (‘complexification’) helps
minimize the dimensional search space and thus improve
evolutionary performance [25]. Hierarchical Enforced SubPop-
ulations (H-ESP) is another variable topology neural network
architecture, where populations of neurons and the networks
that contain them are evolved in parallel [26]. ANT is more
flexible than NEAT and H-ESP. It can be initialized with a
large number of neurons without the need for incremental
‘complexification’ as we see in Section V.C. The process
evolves the networks and neurons concurrently. This is ac-
complished using coarse-coding that can effectively suppress
unnecessary/disruptive neurons (that NEAT lacks) while acti-
vating neurons specialized for specific input signals.

Another approach to evolving solutions to complex tasks is
to exploit encoding schemes that partition the search space.
This includes a multicellular developmental system that uses
gene regulatory networks to control neuron differentiation,
division and death by Eggenberger [27]. In these systems,
regulatory networks acts on the developmental program in con-
structing the phenotype. In contrast, within ANT, regulatory
networks are active throughout an individual’s lifetime, both
during development and after.

Astor and Adami’s [28] NORGEYV tissue architecture is an-
other multicellular development system that generates neurons
arranged in a two-dimensional structure. Cell replication and
connections are formed through a gene-regulated development
process using a Genetic Programming type command set. Pla-
nar architectures such as NORGEYV lack the laminar (columnar
layering) of neurons found in cortical structures. Within ANT,
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motor neurons due to spatial crosstalk [S]. Neurochemicals emitted by decision neurons selectively activate networks of desired motor neurons (i) and (ii) by

coarse-coding overlapping diffusion as shown. This inhibits noisy motor neuron

the neurons are organized into a three dimensional tissue, well
suited for chemical diffusion of signals and better match exist-
ing observations from neurophysiology of columnar layering
of neurons [29].

It has been argued that effectively encoding phenotypes
(such as neural networks) for evolutionary training can de-
crease the search space by exploiting regularities through gene
duplication [30]. Indirect developmental encoding schemes for
neural networks such as Artificial Embrogeny (AE) systems
[31] produces phenotypes through recursive rewriting of the
genotype code. These systems use an artificial chemistry as a
grammar or model cellular metabolism and replication. Other
recursive rewriting schemes include Cellular Encoding [32],
matrix-rewriting [33], L-Systems (see [34], [35]) to generate
neural networks. Some Artificial Embrogeny systems combine
multicellular development such as that by Dellaert and Beer
[36] that can sense neighboring neurons and use Morphers
(fixed topology modular feed-forward neural network without
hidden layers) to signal cell replication and development with
embryonal stages (DES) [37]. ANT relies on a developmental
scheme to generate its tissue and in theory can exploit regular-
ities in the task space through gene duplication. This can make
task decomposition effective, by having not to repeatedly learn
simillar concepts used in different subtasks.

III. ARTIFICIAL NEURAL TISSUE

The ANT architecture presented in this paper consists of
a developmental program encoded in the ‘genome,” that con-
structs a three-dimensional neural tissue and regulatory func-
tions. Regulatory functions exists at two levels, gene/molecular
level and at the cellular level. The tissue consists of two types
of neural units, decision neurons and motor-control neurons,
or simply motor neurons. Assume a randomly generated set of
motor neurons in a tissue connected electrically (Figure 1a).
Chances are most of these neurons will produce incoher-
ent/noisy output, while a few may produce desired functions.
If the signal from all of these neurons are summed, then
these “noisy” neurons would drown out the output signal
(Figure 1b) due to spatial crosstalk [S5]. Within ANT, decision
neurons emit chemicals that diffuse omnidirectionally (shown
shaded) (Figure 1d). By coarse-coding multiple overlapping
diffusion fields, the desired motor neurons can be selected
and noisy neurons inhibited, referred to as neural regulation.

s and eliminates spatial crosstalk.

With multiple overlapping diffusion field (Figure 1d ii), there
is redundancy and when one decision neuron is damaged the
desired motor neurons are still selected. Networks of selected
neurons, (i) and (ii) when controlling the same output result
in competition. Cooperation results with different output. Let
us discuss the computational mechanism of the tissue in detail
first and then outline the process by which the tissue is created.

A. Motor Neurons

We imagine the motor neurons within the tissue to be
arranged in a regular rectangular lattice in which the neuron
Nx occupies the position A = (I,m,n) € I3 (Figure 2).
Depending on the activation functions used, the state sx € S
of the neuron is either binary, i.e., S, = {0,1} or can be real,
S, =1[0,1] or S, = [-1,1].

Synaptic Connections

K= (I+1,mn-1)
Fig. 2. Synaptic connections between ANT motor neurons from layer [ 4 1
to [.

Each neuron N, nominally receives inputs from neurons
N,, where k €1 (), the nominal input set. Here we shall
assume that these nominal inputs are the 3 X 3 neurons centered
one layer below Ny; in other terms, f(A) = {(i,5,k) |4
I-1L,0LI+1j=m—1,mm+1; k=n—1}. (As will be
explained presently, however, we shall not assume that all the
motor neurons are active all the time.)

The sensor data are represented by the activation of the
sensor input neurons Ng,,7 = 1...m, summarized as A =
{Sa1) Sas - - - Sax,, }- Similarly, the output of the network is
represented by the activation of the output neurons N, j =
1...n, summarized as @ = {s,1,5,1,842 ---Swy |, Where
k = 1...b specifies the output behavior. Each output neuron
commands one behavior of the agent. (In the case of a robot,
a typical behavior may be to move forward a given distance.
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This may require the coordinated action of several actuators.
Alternatively, the behavior may be more primitive such as
augmenting the current of a given actuator.) If s_,» = 1, output
neuron w; votes to activate behavior k; if s_,» = 6, it does not.
Since multiple neurons can have access to a behavior pathway,
an arbitration scheme is imposed to ensure the controller
is deterministic where p(k) = Z;L=1 fy(sw;,_,k)sw; /mg and
ng = Yi 7(3“,;- ,k) is the number of output neurons
connected to output behavior k& where W(Suj. ,k) is evaluated
as follows:

1, if i=k
0, otherwise

Y(suir k) = { (1)
and resulting in behavior k being activated if p(k) > 0.5.

As implied by the set notation of €2, the outputs are
not ordered. In this embodiment, the order of activation is
selected randomly. We are primarily interested here in the
statistical characteristics of relatively large populations but
such an approach would likely not be desirable in a practical
robotic application. However, this can be remedied by simply
assigning a sequence a priori to the activations. We moreover
note that the output neurons can be redundant; that is, more
than one neuron can command the same behavior, in which
case for a given time step one behavior may be ‘emphasized’
by being voted multiple times.

B. The Decision Neuron

The coarse coding nature of the artificial neural tissue is per-
formed by the decision neurons. Coarse coding is a distributed
representation that uses multiple overlapping coarse fields to
encode a finer field [8], [9]. For example, coarse receptive
fields can be overlapping circles and the area represented by
the finer field more accurately encodes for a position than the
individual coarse receptive fields.

Decision neurons occupy nodes in the lattice as established
by the evolutionary process (Figure 3). The effect of these
neurons is to excite into operation or inhibit the motor control
neurons (shown as spheres). Once a motor control neuron
is excited into operation, the computation outlined in (3) is
performed. Motivated as we are to seek biological support
for ANT, we may look to the phenomenon of chemical
communication among neurons. In addition to communicating
electrically along axons, some neurons release chemicals that
are read by other neurons, in essence serving as a ‘wireless’
communication system to complement the ‘wired’ one.

1 2 Top View [T 3

I -
&3
_J

Coarse-Coding

Active MNeuron —|

-

Network Activation/Inhibition
{MC Neurons with Highest Concantration
Activated)

Tissue Topology

Overtapping Concentration Fields
(Decision Neurons Diffuse Neurolransmitter)

Fig. 3. Coarse coding regulation being performed by two decision neurons
(shown as squares) that diffuse a chemical, in turn activating a motor neuron
column located at the center (right).

Each decision neuron can be in one of two states, one
in which it diffuses a neurotransmitter chemical or remains
dormant. The state of a decision neuron 7},, p is binary and
determined by one of the activation functions (see Section
I1.C). Assuming the decision neurons use the modular activa-
tion function described in Section III.C, the inputs to T}, are
all the input sensor neurons Nq; ie., S = Yu(Sa, - - - Sa,,)
where o, = > vhsa/ D, Sa and vk are the weights. The
decision neuron is dormant if s, = 0 and releases a virtual
neurotransmitter chemical of uniform concentration c,, over a
prescribed field of influence if s, = 1.

Motor control neurons within the highest chemical concen-
tration field are excited into operation. Only those neurons that
are so activated will establish the functioning network for the
given set of input sensor data. Owing to the coarse coding
effect, the sums used in the weighted input of (2) are over
only the set f}(A) C{N(A) of active inputs to Ny. Likewise the
output of ANT is in general Q C Q. The decision neuron’s
field of influence is taken to be a rectangular box extending
+d,,, where r = 1,2,3, ..., from p in the three perpendicular
directions. These three dimensions along with p and c,,, the
concentration level of the virtual chemical emitted by 7},, are
encoded in the genome.

Decision neurons emit chemicals that are used to selectively
activate and inhibit motor control neurons. We label this
component of ANT as the neural regulatory system. This is
akin to genes being able to activate or inhibit other genes in
a gene regulatory system.

C. Activation Function

The modular activation function allows selection among
four possible threshold functions of the weighted input o. The
use of two threshold parameters, allows for a single neuron to
compute the XOR function, in addition to the AND and OR
functions. For this version of the modular activation function,

[0, ifo>0
Yaown(0) = { 1, otherwise
. 0, if o < (92
Yup(0) = { 1, otherwise

A [ 0, min(6y,60;) <o < max(b,02)
Yaien(0) = { 1, otherwise

(0) = 0, o <min(fq,63) or o > max(6y,06s)

Ymowna(7) = 1, otherwise

2)
and the weighted input o for neuron /Ny is nominally taken
as
D oket(n) Wik

3
ERGTT(A) Sk

g\ =
with the proviso that ¢ = 0 if the numerator and denominator
are zero. Also, w§¥ € R is the weight connecting N, to
Ny. We may summarize these threshold functions in a single
analytical expression as

1/1 = (]-_kl)[(1_k2)¢down+k2wup]+k1 [(1_k2)¢ditch+k2wmound}
“4)
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where k1 and ko can take on the value O or 1. The activation
function is thus encoded in the genome by ki, ks and the
threshold parameters 61, 60: € R.

D. Evolution and Development

A population of ANT controllers is evolved in an artificial
Darwinian manner. The ‘genome’ for a controller contains a
‘gene’ for each cell with a specifier D used to distinguish
the functionality (between motor control, decision and tissue).
A constructor protein (an autonomous program) interprets the
information encoded in the gene and translates this into a cell
descriptor protein (Figure 4). The gene ‘activation’ parameter
is a binary flag resident in all the cell genes and is used
to either express or repress the contents of the gene. When
repressed, a descriptor protein of the gene content is not
created. Otherwise, the constructor protein ‘grows’ a cell. Each
cell position is specified in reference to a seed-parent address.
A cell-death flag determines whether the cell commits suicide
after being grown. Once again, this feature in the genome helps
in the evolutionary process with a cell committing suicide still
occupying a volume in the lattice although it is dormant. In
otherwise retaining its characteristics, evolution can decide to
reinstate the cell by merely toggling a bit through mutation.

In turn mutation (manipulation of gene parameters with a
uniform random distribution) to the growth program results in
new cells being formed through cell division. The rate at which
mutation occurs to a growth program is also specified for
each tissue and is dependent on the cell replication probability
parameter 7;.. This probability parameter is used to determine
whether a new cell is inserted. Cell division requires a parent
cell (selected with highest replication probability relative to
the rest of the cells within the tissue) and copying m% of
the original cell contents to a daughter cell (where m is
determined based on uniform random distribution), with the
remaining cell contents initialized from a uniform random
distribution. This models a gene duplication process with the
first m% being a redundant copy of an existing gene and
the remaining contents being malformed thus resulting in a
subfunctionalization process, in which a daughter gene adopts
part of the functions of its parental gene [38].

The “Cell Type” of each new cell is determined based on the
ratio of motor control neurons to decision neurons, a parameter
specified in the tissue gene. The new neuron can be located
in one of six neighboring locations (top, bottom, north, south,
east, west) chosen at random and sharing a common side with
the parent and not occupied by another neuron.

E. Crossover and Mutation

Within ANT, the genome is compartmentalized, through
a direct encoding scheme, with each gene specifying the
characteristics of each neuron within the tissue. Crossover is
interchange of a set of genes between two parents to form a
child. Before crossover, a parent affinity parameter, € {0,1}
is chosen at random for each child genome. The affinity
parameter is used to establish if each child genome has closer
‘affinity’ to one of its parents (either parent A or parent B).
Thus if @ = 0 then the genome has closer ‘affinity’ to parent

A and w = 1 if it has affinity with parent B. Once the affinity
parameter is established for a child genome, a crossover plane
is drawn along the same position shown for the two parents
in Figure 5.

It should be noted that each gene remains intact and the
crossover operation does not result in an arbitrary segmen-
tation and interchange of gene contents. Each neuron has a
unique position parameter A = (I, m,n) relative to rest of the
neurons within the tissue, a crossover is performed by drawing
a plane (with a normal vector parallel to the x or y-axis)
separating the tissue. Cell genes within the parent genome
located on the side of the plane closer to the origin is copied
directly onto the child genome with the associated ‘affinity’
parameter and the remaining genes are interchanged between
the parents based on a ‘compatibility criterion’ (Figure 5).

The ‘compatibility criterion’ imposes the following condi-
tion, that gene for neuron Ny, from parent A and Ny, from
parent B could be interchanged if A; = Ao, i.e., have the
same position after development and only when both genes
are expressed or repressed during development. Thus child 1
with @ = 0 (affinity to parent A) assumes the gene for Z Ny,
and child 2 with @ = 1 (affinity to parent B) assumes AN Ar-
If the compatibility criterion is not met, then no interchange
occurs, and thus 4Ny, is passed onto child 1 and BNy, is
passed onto child 2. Thus if 4Ny, is not expressed in parent
A and BNy, is expressed in parent B, then this pair of genes
fail the ‘compatibility criterion.’

Crossover Plane
|

¥ -
-

Parent A

N

Chidl, m=1

Child2, w=0

Parent B :
~

Fig. 5. A crossover operation between two ANT parents. ‘Compatible’
neuron genes are interchanged as shown resulting in two offspring.

IV. SIGN FOLLOWING TASK

The evolutionary performance of the ANT framework is
demonstrated in simulation and hardware for an unlabeled
sign-following task. The workspace is modeled as a two-
dimensional grid environment with one holonomic robot
(equivalent to a Khepera™ robot, equipped with a gripper
and camera) occupying four grid squares. For these tasks,
the controller must possess several behaviours such as the
ability to decipher signs relative to the robot’s current frame
of reference, to remember the current sign while looking for
the next one, and to negotiate obstacles (Figure 6). Each sign
is color-coded and represents a waypoint (posted in a fixed
frame of reference) that gives direction using one of four
cardinal points to the next waypoint leading ultimately to the
goal location.

Mines undetectable by the robot are randomly laid through-
out the floor except along the pathway. Once a robot en-
counters a mine, it remains disabled for the remainder of
its lifetime. The sensory input map is shown in Table I
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Fig. 6. (Left) 2D grid world model for the sign-following task. (Right) Input

sensor mapping from the robot.

(see also Figure 6 right). The task has to be accomplished
using a discrete set of basis behaviors specified in Table II.
These behaviors are activated based on controller output, are
preordered and all occur within a single timestep. The robot is
initially positioned next to the first sign, but the initial heading
is randomly set to one of the four cardinal directions. Since
the robot can only detect signs placed in front, it needs to go
into a ‘sign searching’ mode and perform a sequence of ‘turn
left’ or ‘turn right’ behaviors to detect the first sign. Once the
first sign is detected, the robot then needs to transition into a
‘sign following” mode requiring one bit of memory.

Deciphering signs relative to the robot’s current frame of
reference makes these tasks particularly difficult given a fitness
function that measures success in terms of reaching the goal
location. So when the goal is reached f; = 1; otherwise,
fi = 0. The simulated robot’s world is a 20 x 20 grid with
80 uniformly distributed obstacles and 40 randomly distributed
mines (except along the path to the goal). The fitness is aver-
aged over 100 runs with different initial conditions, the elapsed
time for each run being limited to 7' = 100 timesteps. For the
EA experiments, the population consist of 100 individuals,
using tournament selection, with tournament group size of 15
and crossover probability between parent of 70 %.

A. Results

The evolutionary performance of various control system ar-
chitectures is compared for the sign-following task (Figure 7).
For some comparison, a fixed-topology recurrent network with
9 hidden and 4 output neurons is also shown. (Although this
is typical of the results obtained for such a network, we did

not optimize its performance in any way.) Fixed-topology
networks tend to have more ‘active’ synaptic connections
present (all neurons are active) and thus more spurious neurons
need to be dealt with simultaneously. The ANT topology
with the coarse-coding neuro-regulatory functionality disabled
(using modular activation function) shows nearly identical
performance to NEAT [39] that uses variable length topology.
Both approaches show better performance than the fixed
topologies (including H-ESP [26]) but is not sufficient to
complete the task for all the initial conditions tested. As we see
from these results, the task is found to be intractable (due to
performance stagnation) for these fixed and variable network
topologies. ANT with access to memory variables successfully
solves for all the initial conditions tested and outperforms
the other controllers. ANT controller solutions (population
best) evolved offline have been demonstrated on hardware
using a holonomic LEGO® NXT (Figure 8). In the remaining
sections we identify key attributes of the ANT architecture
that enables it to solve the unlabeled sign-following task and
where conventional neural networks fail.

1.0
E NEAT (Recurmrent)

F Fixed Topology (Recurrent)

A ANT (Modular Activation Function)

B ANT (McCulloch-Pitts)

C ANT (Modular, Neuro-regulation Disabled)
D H-ESP (Recurrent)

0.9

0.8 4

0.7

0.6 -

0.5 4

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Fig. 7. Evolutionary performance comparison for the sign-following task
(population best, averaged over 60 EA runs).

B. Self-Organized Task Decomposition

In this section we present evidence suggesting self-
organized task decomposition occurs in the Artificial Neural
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TABLE I
SENSOR INPUT FOR THE SIGN-FOLLOWING TASK.

Sensor Variables Function Description
Vi...Va Object detection Robot, block, no obstacle
G Gripper status Holding block, no block
S1 Sign detection Red (North), pink (East), black (West), orange (South), green (Goal)
D1 Heading North, east, west, south
TABLE 11
BASIS BEHAVIORS FOR THE SIGN-FOLLOWING TASK.
Order Behavior Description
1 Pick-Up/Put-Down Pick up from V5 or V3 or put down obstacle on V7 or Vj.
2 Move forward Move one square forward
3 Turn right Turn 90° right
4 Turn left Turn 90° left
57,9, 11 Bit set Set memory bitito 1,i=1---4
6, 8, 10, 12 Bit clear Set memory bit ¢ t0 0,7 =1---4

Fig. 8.

Snapshots of a holonomic LEGO® Mindstorms™ NXT robot
performing the sign following task using an ANT controller. Frame 1 shows
the robot interpreting an orange sign (coding for South) and turns right (robot
frame of reference) once having sensed the black sign in Frame 4 (West).
Frame 6 shows the robot stopping at the green sign (goal).

Tissue controllers. With human devised task decomposition,
the first step to devise the overall goal of the task and then fig-
ure out the necessary subtasks, followed by further partitioning
of the subtasks until all components of the task are identified
and readily solvable. With self-organized task decomposition,
there is no supervisor to break up the goal function into the
necessary subtasks. Instead this process occurs through trial
and error as we show here. For the sign-following task we
only specify a global fitness function that doesn’t bias for a
particular solution strategy. At the end of each trial, the robot
is at the goal location or not resulting in either a fitness of 1 or
0 respectively. However, a large number of board layouts (100)
are used for fitness evaluation. Some of these board layouts
are simpler to navigate (due to their shorter distances) than
others. The simpler board layouts maybe solved by a set of
memorized movements without needing to interpret the signs.
Hence, memorized solutions that result in a robot reaching the
goal location for a few scenarios have a fitness advantage over
those that don’t and hence first dominate the population in the
early phase of the evolutionary search.

Individuals with these active tissue segments that randomly
succeed have an advantage over those that do nothing or are
stuck. Now for the next generation of individuals to have
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Fig. 9. Fitness of population best for various L-shaped pathways for the sign
following task and (bottom right) overall fitness.

an advantage over their parents strategy/solution they will
need to succeed for more cases. Hence ‘building blocks’ of
strategies are developed that permit the controllers to compete
and better solve specific scenarios (Figure 9) giving itself a
fitness advantage over those that don’t. These better strategies
are discovered through trial and error. But with a range of
board layouts with a varying degrees of difficulty, these slight
changes in strategy can be measured in fitness performance.
The emergence of the capability to solve specific scenarios is
suggested to be a punctuated process, in which building blocks
of functionality contribute towards rapid fitness improvement
of an individual at certain subtasks. Collectively, the contri-
bution of these rapid punctuated improvements at specialized
tasks appears as a gradual improvement of the overall fitness
of the population (Figure 9, lower right).

With the creation of these building blocks, evolutionary
pressure directs improvement in the fitness performance and
leads to expanded task decomposition, by handling more
subtasks (Figure 9). This process continues as the population
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converges to a desired solution. The resultant task decompo-
sition strategy is not as intuitive or simple to decipher in part
because there exists redundant (neutral) components that have
no appreciable effect on solving the task.

Analysis of the activity of an ANT controller that solves
the sign-following task with a fitness of 0.94 is shown in
Figure 10. Figure 11 shows the board layout. The robot is
initially located beside a sign but is facing South. In this
scenario the robot is unable to detect the sign beside it due to
the limited range of the vision sensors (see layout in Figure 6).

Tissue Topology
(Top View)
Motor Control
MNeuron
@ Bottom Layer
) Top Layer
(13) Move Forward @ Top Loy
Active MC Neuron
{1) Pickup/Putdown @ Bottom Layer

(7) Turn Left @ Top Layer

(8) Turn Right [_Lj Decision Neuron
; {Number)
(4) Goal/Sign Detect - Diffusion Field

(17) Memory Set

Qutput Behaviors

Pickup/Putdown
Tumn Left

Tumn Right
Move Forward
Memory Bit 2

Decision Neurons

N ooy e -

"

Timesteps

Fig. 10. Tissue Topology and neuronal activity of a select number of decision
neurons. These decision neurons in turn select (excite into operation) motor
control neurons within its diffusion field.

The ANT controller performs a series of right turns, until
the robot is able to detect the first sign. A memory bit (memory
bit 2) is set to 1, indicating the controller has switched from
‘sign searching’ mode to ‘sign following’ mode. Once the first
sign is detected, the robot moves forward until the second
sign is detected and proceeds to turn left. Along the way the
controller picks up and puts down obstacles from the pathway
towards the sides. The robot then proceeds to move forward
until the goal sign is reached and stops. The output behaviors
trigged by the ANT controller is found to have corresponding
decision neurons as shown in Figure 10. The decision neu-
rons and corresponding motor neurons that are activated for
each subtask, such as interpreting signs, picking/putting down
obstacles, switching from sign-searching to sign-following are
distributed within the tissue. These centers of activity appear
to be independent, decentralized modules that activate or are
inhibited depending on sensory cues.

V. ANALYSIS

In this section we analyze the capabilities of the ANT
controller to understand the effects of its topology on task
performance.
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Fig. 11. Experiment layout for the sign following task showing trajectory
of the robot from starting position to the goal location.

A. Effect of Neural Regulation and Coarseness

Figure 12 shows the evolutionary performance of the ANT
topology (for the sign following task), along with ablated
topologies for a range of coarseness (diameter of chemical
concentration field). The intention in this set of experiments is
to determine the role of both coarseness and superpositioning
of coarse chemical fields in the overall performance of ANT. It
should be noted that both of these features affect the regulatory
functionality within ANT and is thus indicative of the role of
neural regulation in evolution.

s Effect of Coarse-Coding Regulation for the Sign-Foll g Task
0.7
0.6
0.5
b4
2 04
s
=
0.3
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—ANT =——ANT - no overlaps
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Coarseness (Di of Decision N Concentration Field)

Fig. 12. Effect of coarse-coding neuro-regulation for the sign-following task
(population best, averaged over 60 EA runs, 5000 generations). Error bars
indicate standard deviation.

What is evident is that when the decision neurons are
always active (neural regulation turned off), the controllers
show a substantial drop in evolutionary performance compared
to ANT with neural regulation turned on and this appears
invariant to the coarseness parameter. None of the controllers
evolved a solution with fitness of 1.0 when neural regula-
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tion is turned off and all the neurons remain active after
development. This is equivalent to a fully expressed, variable-
length topology and hence lacks any mechanism to selectively
shut-off components of the phenotype during its lifetime.
Next, we compare the performance with decision neurons
able to perform neural regulation, but by disabling neurons
selected from multiple overlapping concentration fields. This
is to ascertain the role of coarse coding in the regulatory
process. It is expected that with increased coarseness, more
overlaps of concentration field would occur, given fixed tissue
topology and thus more neurons will be inhibited. At the
other extreme, with fine concentration fields, chance of overlap
will be less but selection of neurons will be disparately
distributed, hence it will be improbable to select groups of
contiguous/interconnected neurons. For this optimum level
of coarseness, while coarse coding interactions are inhibited,
coarse selection fields will nevertheless select local clumps of
interconnected neurons.

Significantly improved performance is evident when no
restrictions are imposed on the overlapping concentration
fields. For binary regulation, concentration of neurotransmitter
chemicals has an upper bound thresholded to 1. This would
result in selection of more neuron ensembles, as the threshold
would result in a greater number of ties for the maximum
concentration. As with other population coding methods, this
approach offers greater redundancy; the information is dis-
tributed among multiple neurons but individual selection fields
are more prone to alteration/damage because the concentration
fields cannot be further strengthened beyond the upper bound.

B. Effect of Number of Synaptic Interconnections

In this section, we compare the effect of number of synaptic
connections on learning tractability. Instead of having 9 neu-
rons from layers [—1 connect to [ as described in Section IIL.A,
we vary this number from 4 to 36 to understand the effect of
number and layout of synaptic connections between neurons.
With increased number of synaptic connections, the number
of weights associated with each neuron is greater. This in turn
increases the weight search space. Figure 13 shows the fitness
performance of population best at the end of 5000 generations
of evolutionary training.

We note the fitness is at a maximum when there is 9
interconnected neurons between layers and the coarseness
diameter is 3 (covering 9 neurons). This trend is observed
when varying the number of interconnected neurons between
4 and 36 and further observed in Figure 13, where we note
the maximum appears to be constant for increased number
of interconnections and matching coarseness. The fitness is
maximized when the coarseness diameter matches the number
of interconnected neurons and drops steadily when too many
or too little are selected. This result indicates that the topology
benefits from selecting motor control neurons in a neighbor-
hood that are feeding into a single output neuron. When the
selection field of a decision neuron is smaller than the range
of the interconnections, then fewer neurons connecting to the
same output neuron is selected simultaneously. This indicates
that the process is benefitting from parallel selection of neu-
rons. In other words, the topologies benefit from selecting

multiple motor control neurons in a neighborhood that feed
into a single output. With a coarse selection field, not all
of these neurons will behave as intended in accomplishing
certain subtasks. However this wide selection still permits a
few that may have the intended behavior in being activated,
providing an advantage to individuals with these behaviours
over those that don’t. Similarly when too many motor control
output neurons are selected, the system is less precise in
controlling (masking) the flow of signals from one layer to
another due to spatial crosstalk [5]. Under this condition, the
system requires one or more decision neuron concentration
fields to be activated in unison to select for a finer volume.
What is interesting to observe is that the system benefits from
‘over’ selecting motor control neurons than under selecting.
This again supports our observation that selecting as many
motor neurons in parallel from similar signal sources, helps
the tissue effectively evaluate the behaviors of groups of motor
neurons.
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Fig. 13.  Effect of coarseness (diameter of decision neuron concentration
field) and interconnections between motor control neurons layers on fitness
for the sign following task (population best, averaged over 60 EA runs, 5000
generations).

The graph in Figure 14 shows that ANT is largely unaffected
by an increase in the number of synaptic connections. This
result is expected because the coarse-coding regulatory ap-
proach can effectively mask the noisy signals and transmit the
required signals cues. These results suggests that with effective
masking done through coarse-coding regulation, the evolution-
ary search process can find incrementally better phenotypes
towards a solution.

C. Effect of Number of Neurons Initialized

The effect of initial number of neurons on fitness is im-
portant consideration when training neural networks because
earlier works in the field have cited the need to start with a few
neurons that complexifies through evolutionary selection [25].
Having to start evolutionary training of a neural network con-
troller with a few neurons for a new task is disadvantageous.
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Fig. 14. Effect of coarseness (diameter of decision neuron concentration
field) on maximum fitness found (population best, averaged over 60 EA runs,
5000 generations). Error bars indicate standard deviation.

Innovative traits acquired from training for one task cannot
possibly be reused for training on another similar task thus lim-
iting the full benefits of a modular system. Ideally, components
in a modular system can be reused and hence be available for
use on different tasks. Figure 15 shows the performance of the
full ANT architecture in comparison with the coarse-coding
regulatory functionality turned off for different dimensions
of decision neuron concentration fields. The results suggest
ANT has good scalability. Initializing the tissues with a large
number of neurons as shown does not reduce its learning
tractability. Initializing with too few neurons reduces fitness,
because it takes longer for the slow evolutionary directed
development process to add the necessary number of neurons.
Hence, over specifying the number of neurons during initial-
ization maybe beneficial, ignoring software implementation
constraints on a conventional computer such as memory usage
and CPU cycles.
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Fig. 15. Effect of number of motor control neurons initialized on fitness
(population best, averaged over 60 EA runs). Error bars indicate standard
deviation.

Furthermore, turning off the coarse-coding regulatory func-
tionality, we find the controllers stagnate at a low fitness value,
unable to evolve a desired solution. Increasing the number
of interconnected neurons further decreases fitness at which
the population stagnates. With increased number of neurons
specified, it is expected to take longer to tune weights of all
the neurons that will be functionally active and ‘mask out’ the
noisy neurons. With too many neurons to start with, the system
is unable to find incrementally better phenotypes towards a
desired solution, thus leading to stagnation. However, the
coarse coding regulatory approach can effectively mask and
turn off a large number of neurons in one step. This enables
the system to functionally work like a small topology, but with
the advantage of using a reservoir of unexpressed neurons.
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Fig. 16.  Number of active output neurons per basis behavior (left) and

robustness (Rp) p = 0.004 (right) during evolutionary training for the sign-
following task.

The advantage with ANT is the topology can better recon-
figure itself compared to regular neural networks. But how
does ANT manage to increase its robustness to mutational
damage? Figure 16 (left) shows the number of output neurons
per behavior for the best individual of an ANT population av-
eraged over 60 runs and Figure 16 (right) shows the robustness
of the best individual according to the following metric:

:f_fp
f

where R, is the robustness of an individual to point mutations
with probability p, f is fitness of an individual and fp is
the average fitness of an individual after being applied with
point mutations with probability p. The results show that Iz,
decreases for ANT controllers as its converging towards a
solution indicating as suggested earlier the controllers are more
plastic to mutational change during early phases of evolution
and increase in robustness as its converging towards a solution.
Figure 16 (left) show a steady increase in the number of
neurons per output behaviors. This suggests there is increased
degeneracy as the populations converges towards a solution.
Comparing the correlation of the two curves in Figure 16,
we obtain -0.95, indicating a strong negative correlation be-
tween the robustness metric and number of output neurons.
This suggests that ANT controllers manage to increase their
robustness to mutational damage by incorporating redundant
or degenerate functionality into their structure.
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VI. DISCUSSION

We present and analyze ANT, a neural network topology
and regulatory scheme that addresses one of the critical
challenges in machine learning, namely learning intractabil-
ity when faced with high dimensional search spaces. The
technique finds solutions to the sign following task, where
other standard neural network techniques are shown to fail.
ANT is able to solve the difficult sign following task due to
its neuro-regulatory approach, that enables dynamic activation
and inhibition of networks neurons within the tissue through
coarse-coding. This functionality enables the tissue to be
plastic (exploratory) during early phases of an evolutionary
search to find innovative traits. Once innovative traits are
acquired, these traits are effectively retained and protected
from deleterious mutations through increased degeneracy and
redundancy of functional modules. Regular neural networks
are found unable to explore and retain innovative traits during
early phases of evolutionary search, resulting in premature
search stagnation resulting in intractability.

In a scenario where there is little domain knowledge of the
task at hand and where the objective of the task is clear and
quantifiable, then learning strategies that creatively solves a
task through task decomposition is beneficial. By creative, we
mean methods that defy intuition and are not conventional. For
the sign following task, we find conventional fixed and variable
topology neural network controllers are unable to solve this
task. This critical component of ANT that enables solving
these harder tasks is through this coarse-coding regulatory
approach. This coarse-coding regulatory approach performs
self organized task decomposition as we have shown here by
segmenting the task based on sensory inputs and outputs to
different modules. These modules evolve necessary traits to
solve subtasks consisting of specific scenarios at a time and
that are combined providing an incremental improvement in
overall fitness through a ‘building-block’ approach (Section
V.B).

This technique facilitates finding novel solutions to a given
task and that is not explicitly specified by the fitness function.
For the sign following task, this includes functionality such as
switching from ‘sign-searching’ to ‘sign-following’, correctly
interpreting the signs from the robot-frame of reference, mov-
ing obstacles out of the way and correctly stopping at the
goal sign. Key areas within an ANT solution controller that
accomplishes this functionality have been identified and the
capabilities have been validated on hardware.

The critical component of ANT is the coarse-coding regu-
latory scheme. The scheme enables one to many selection of
neurons in the tissue where one bit flip in a decision neuron
gene can select or disable many motor neurons. This we
hypothesize facilitates effective exploration (through numerous
activation and inhibitions) of different segments of the tissue.
This is beneficial in the early stages of evolution, where the
system affords more risk and can attempt to find strategies that
are promising based on a fitness advantage. This approach
facilities both competition and cooperation. Where multiple
selection fields overlap and select the same network of neu-
rons, it is cooperation, where multiple selection fields select

different networks of neurons with different functionality
results in competition. This competition-cooperation dynamics
has different purposes at different times in the training process.
In the early stages, competition is beneficial to sample and
find effective solution strategies. Later, when the population
converges towards a desired solution strategy, cooperation
appears to dominate, helping to keep the individuals robust
to mutation.

It’s not enough that a network topology scheme solves a
desired task, it needs to be scalable and extensible to facilitate
learning a whole variety of tasks, to have practical merit. What
is promising about the ANT approach is that it shows good
scalability, based on our studies, with increased number of
neurons and interconnections. Increasing the number of inter-
connections between neurons and selection field in tandem,
we find that the maximum fitness remains nearly constant.
This capability has additional practical merits, because the
approach is not sensitive to parameters such as interconnection
and number of neurons initialized.

We note that the ANT controllers not only evolve to-
wards solving a given task, but acquire traits that increase
its robustness to mutations. The controllers evolve effective
means of acquiring innovative traits, followed by methods to
retain and protect them. This as mentioned earlier occurs in
a incremental, ‘building-blocks’ approach based on evidence
of task decomposition in punctuated steps (Section V.B),
increased robustness and degeneracy of the tissue controllers
(Section VI.D). The system benefits from increased plasticity
to mutational changes early in the evolutionary search process,
but can reconfigure itself to increase its robustness. Once
key building blocks are acquired, the population needs to
effectively retain and protect them from deleterious mutations.
Our results suggests that the controllers accomplish this by
evolving degenerate or redundant modules that can increase
their robustness to deleterious mutations.

VII. CONCLUSION

The “Artificial Neural Tissue” (ANT) framework has been
presented and successfully applied to the sign-following task.
ANT is shown to find solutions to the sign-following task,
where other standard neural network approaches are shown
to fail. ANT produces solutions to the harder sign-following
task through emergent (self-organized) task decomposition that
requires only a global fitness function, a set generic basis
behaviors and inputs be specified. ANT is able to solve this
hard task due to its ability to dynamically activate and inhibit
networks of neurons within a tissue using a coarse coding ap-
proach. The controllers evolve to solve subsets of a given task
through trial and error in punctuated steps. In combination,
the controllers solve the task in an incremental manner. This
ability to dynamically activate and inhibit networks of neurons
enables the controllers to be (plastic) exploratory during early
phases of evolution to effectively acquire innovative traits.
Once the necessary traits are acquired, the controllers evolve to
protect these innovations from deleterious mutations. Analysis
of the ANT solution controllers indicate areas of specialization
develop, with functionality distributed within a tissue. The



IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, 2012

controllers show excellent scalability and robustness properties
both in terms of number of neurons and interconnections. The
ANT approach is being extended to other challenging areas
such as the control of multi-robot systems.
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